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An adaptive generalized predictive control (GPC) system is presented for the management of output
power of solid oxide fuel cells (SOFCs). The dynamics of SOFC output power are characterized by a
fractional order model, which is more accurate than an integer order model to depict the dynamics;
the fractional order dynamic model is taken as the controlled plant of the GPC system. The GPC algo-
rithm adopts a linear approximation method that uses a linear predictive model to approximate locally
and dynamically the nonlinear dynamics of SOFC output power at each sampling period. Moreover, the
olid oxide fuel cells
eneralized predictive control
ractional order dynamic model
orgetting factor recursive least squares

parameters of the predictive model are identified online to overcome the time-varying dynamics of SOFC
output power via introducing a forgetting factor recursive least squares (FFRLS) algorithm. Finally, accord-
ing to the future power outputs predicted by the predictive model, an optimal current control sequence
is obtained by solving a multistage cost function. The results demonstrate that the dynamic responses
of the GPC system are quick and smooth, and the change of the current control sequence is slow and
smooth. The quick and smooth dynamics are important for satisfying the rapid load following of SOFC

or pro
generating systems and f

. Introduction

Solid oxide fuel cells (SOFCs) generate directly electrical energy
ut of hydrocarbon fuels with a number of advantages, such as
igh electrical efficiency, fuel flexibility, low emissions, and quiet
peration. Therefore, SOFC generating systems are emerging as a
romising alternative in practical application, for domestic, com-
ercial and industrial sectors [1,2].
However, the development of SOFCs is still facing some chal-

enging problems, such as a longer lifetime and an elevated
erformance, towards its large-scale commercialization. In order
o achieve these, an effective control system is required to ensure
he safety and to satisfy the load demand during the operation of
OFCs [3–7].

The design of the control system of SOFCs is a difficult task,

s a SOFC generating system is a nonlinear and time-varying sys-
em [2,8,9]. For nonlinear and time-varying systems, nonlinear

odel predictive control (NMPC) is a powerful optimized con-
rol approach. In NMPC, a predictive model is used to predict the

∗ Corresponding author. Tel.: +86 027 87540924; fax: +86 027 87540924.
E-mail addresses: chlhzust@hotmail.com (H. Cao), lixi wh@126.com (X. Li).

378-7753/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.jpowsour.2010.07.053
longing the lifetime of SOFC stack.
© 2010 Elsevier B.V. All rights reserved.

future outputs of controlled plant on the basis of past inputs, out-
puts and future control sequences. The optimal control sequence
is obtained by solving a nonlinear optimization problem. The non-
linear optimization problem is the key for the implementation of
NMPC algorithms [3,10–12].

The application of NMPC algorithms in the field of fuel cells has
been reported in many literatures. Wu et al. [9] developed a NMPC
algorithm based on a radial basis function (RBF) neural network
nonlinear model to control SOFC stack terminal voltage. The non-
linear optimization problem was solved by a golden mean method.
Zhang et al. [3] designed a NMPC method for a SOFC system where
the optimization method was an iterative algorithm with conver-
gence criterion fulfilled. Yang et al. [13,14] built a NMPC algorithm
based on a Takagi–Sugeno (T–S) fuzzy model to online control the
stack temperature of SOFCs. The optimal control sequence was
obtained by a branch-and-bound method that is a kind of iterative
searching algorithm in a discrete search space of tree structure.
Similar NMPC algorithms were also applied to molten carbonate

fuel cells (MCFCs) and proton exchange membrane fuel cells (PEM-
FCs) [15,16]. Golbert and Lewis [17] presented a NMPC method
to satisfy power demands robustly based on a simplified physical
model in a PEMFC system; the nonlinear optimization problem was
also solved by an iterative method.

dx.doi.org/10.1016/j.jpowsour.2010.07.053
http://www.sciencedirect.com/science/journal/03787753
http://www.elsevier.com/locate/jpowsour
mailto:chlhzust@hotmail.com
mailto:lixi_wh@126.com
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Nomenclature

Cdl double layer capacitance in triple phase boundary,
F cm−2

Eo open circuit voltage, V
i current density, A cm−2

I unit matrix
k index of discrete time
M control horizon
n number of single cells or order of fractional order

capacitance
na order of controlled variable
nb order of control variable
N maximum costing horizon
P output power of SOFC stacks, W
Re electrolyte resistance, � cm2

Rt activation resistance, � cm2

s Laplace operator
S available area of single cells, cm2

T matrix transpose
Ts sampling period
Tref response time of exponential function in reference

trajectory
z forward shift operator
z−1 back shift operator

Greek letters
˛ a small enough number
ˇ a large enough number
� control weighting sequence
� forgetting factor

Subscripts
a anode
c cathode
dl double layer
e electrolyte
o open
r reference trajectory
rat rated
ref reference
t activation

p
i
p
p
T
H
t
H
o
m
Z
i
a
s
t
f
p
b

The structure of the GPC system of SOFC output power is shown
in Fig. 1. The GPC system is aimed at controlling the output power of
the SOFC stack, y(k), by manipulating the current, u(k). The current
control sequence derives from a predictive controller by optimizing
1 associated with anode
2 associated with cathode

As the iterative processes for solving nonlinear optimization
roblems are time consuming and expensive, there is still difficulty

n the implementation of the aforementioned NMPC algorithms in
ractical application. In order to implement NMPC algorithms in
ractical systems, it is important to reduce the computation time.
o avoid the nonlinear optimization problem, Jurado [18] adopted a
ammerstein model for the design of NMPC systems to online con-

rol the output voltage of SOFCs. As the linear dynamic block of the
ammerstein model is a remaining part of the predictive model, the
ptimization can be completed by quadratic programming. Similar
ethod was also applied to the control of SOFC output voltage [19].

hang and Gang [11] used a T–S fuzzy model to represent approx-
mately the nonlinear dynamics of SOFCs. Since the fuzzy model
pproximates locally and dynamically the nonlinear dynamics by a

et of linear models at each sampling period, linear model predic-
ive control (MPC) theory can be used easily to design an offset-free
uzzy MPC for the load following of SOFCs. Vahidi et al. [20] pro-
osed a MPC design for the optimal distribution of current demands
etween the power sources in a PEMFC-ultracapacitor system.
rces 195 (2010) 8097–8103

The nonlinear plant was linearized around operating points; the
computation burden was alleviated extraordinarily. Li et al. [21]
adopted a least squares support vector machines (LS-SVM) method
to build a nonlinear off-line model of the operating temperature of a
PEMFC stack. During the operation of the PEMFC, the off-line model
was linearized at each sampling period, and a generalized predic-
tive control (GPC) method was used to online control the plant.
Since the explicit solution of the GPC algorithm can be obtained,
its computation burden is greatly alleviated. Therefore, the imple-
mentation of GPC algorithms is feasible, and the GPC algorithm is
also suitable for the control of output power of SOFCs with slight
alterations.

In this research, an adaptive GPC algorithm is presented for the
control of output power of SOFCs. The dynamics of SOFC output
power is greatly complex, for the electrochemical process occurring
at the triple phase boundary (TPB) is a time-varying and nonlinear
process [2,22]. It is difficult to characterize accurately the com-
plex electrochemical process via an integer order capacitance in
the transient equivalent circuit of the inherent impedance of SOFCs.
However, the electrochemical process can be depicted more accu-
rately by a fractional order capacitance or a constant phase element
(CPE) [22–26]. Therefore, a fractional dynamic order model is used
to characterize the dynamics of SOFC output power; it has been per-
formed in our previous study [25]. Moreover, the fractional order
model is modified by adding white Gaussian noise to take into
account the influences from some disturbance factors, such as stack
temperature, inlet flow rates, and inlet pressure.

Taking the fractional order dynamic model as the controlled
plant, we investigate the design of the GPC system. A method of lin-
ear approximation is adopted in the GPC system; the method makes
use of a linear predictive model to approximate locally and dynam-
ically the fractional order dynamic model at each sampling period.
Moreover, the parameters of the predictive model are identified
online by introducing a forgetting factor recursive least squares
(FFRLS) algorithm so that the nonlinear and time-varying dynam-
ics of SOFC output power is predicted accurately. Based on the
predicted power outputs, an optimal current control sequence is
obtained by solving a multistage cost function; the output power
of SOFCs is adjusted according to the optimal current control signal.
The dynamic responses of the GPC system are quick and smooth,
which is useful for satisfying the rapid load following of SOFC gen-
erating systems and for prolonging the lifetime of SOFC stack.

2. Generalized predictive control system of SOFC output
power
Fig. 1. Structure of an adaptive generalized predictive control system of SOFC output
power.
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It is simple to obtain the above polynomials by computing the
Diophantine equations recursively [27].
Z. Deng et al. / Journal of Pow

cost function. The optimization process is completed in such a way
hat the future power output, ŷ(k), is driven close to the reference
rajectory, yr(k). The future power outputs are predicted by means
f a predictive model. The parameters of the predictive model are
stimated online by a parameter observer at each sampling period.
he reference trajectory is computed via a reference trajectory gen-
rator taking into account the power set-point sequence, s(k), and
he output power at current instant k. The components of the GPC
ystem are presented in detail in the following sections.

.1. Developing fractional order dynamic model of output power
f SOFC stack

The fractional order dynamic model of output power of SOFC
tack is developed with an assumption that the electrical charac-
eristics are consistent for all single cells in the stack. The fractional
rder dynamic model of single cells has been performed in our
revious study [25]. The output voltage of single cells can be rep-
esented in the form of,

(t) = Eo − ua(t) − uc(t) − Rei(t), (1a)

here ua(t) and uc(t) are the overvoltages on the anode and cathode
f single cells respectively,

a(t) = L−1
[

RtaI(s)
1 + RtaCdlasn1

]
, (1b)

c(t) = L−1
[

RtcI(s)
1 + RtcCdlcsn2

]
. (1c)

All the variables in Eqs. (1a), (1b) and (1c) have the same defi-
ition as ones in Ref. [25].

Therefore, the fractional order dynamic model of output power
f SOFC stack can be obtained by,

(t) = u(t) × i(t) × S × n, (2)

here S is the available area of single cells, and n is the number of
ingle cells in stack. Considering Eqs. (1a), (1b), and (1c), Eq. (2) can
e written as:

(t)=Sn
{

Eo−L−1
[

RtaI(s)
1+RtaCdlasn1

]
−L−1

[
RtcI(s)

1+RtcCdlcsn2

]
−Rei(t)

}
i(t).

(3)

For Eq. (3), the key of numerical evaluation is the calculation of
he overvoltages of anode and cathode, which is described in detail
n Appendix A.

In addition, the fractional order dynamic model, Eq. (3), was
eveloped in the case of constant work conditions: constant stack
emperature, constant inlet flow rates, and constant inlet pressure.
ractically, the changes of those factors will result in corresponding
hanges of the dynamics of SOFC output power [2]. Therefore, tak-
ng into account the influences from those factors, we add white
aussian noise to the dynamic model in order to simulate the
lectrical characteristics in practical SOFC generating systems. For
nstance, white Gaussian noises with signal-to-noise ratio 50 dB are
dded to the model parameters (consisting of Rta, Cdla, n1, Rtc, Cdlc,
2, Re).

.2. Generalized predictive control

In this section, an adaptive GPC algorithm is designed taking

he fractional order dynamic model developed above as the con-
rolled plant. The GPC algorithm was proposed by Clarke et al. [27].
t makes use of a Controlled Auto-Regressive Integrated Moving
verage (CARIMA) model to predict the system dynamics. The pre-
ictive model is a linear model, which has no promising precision
rces 195 (2010) 8097–8103 8099

to predict the future outputs of a nonlinear and time-varying sys-
tem; the precision plays a decisive role in the controller [10]. For
the accurate prediction of the nonlinear and time-varying dynam-
ics, the GPC system presented in the research adopts a method of
linear approximation that makes use of the linear CARIMA model to
approximate locally and dynamically the system at each sampling
period; the parameters of the CARIMA model are identified online
using a FFRLS algorithm, which will be presented in Section 2.3.

The CARIMA model is described by,

A(z−1)y(k) = B(z−1)u(k − 1) + c(z−1)ω(k)
�

, (4a)

where, u(k) and y(k) are the control and controlled sequences of the
system, ω(k) is a zero mean white noise, z−1 is a back shift operator,
and � is difference operator,

� = 1 − z−1. (4b)

A(z−1), B(z−1), and c(z−1) are the following polynomials:

A(z−1) = 1 + a1z−1 + · · · + ana z−na , (4c)

B(z−1) = b0 + b1z−1 + · · · + bnb
z−nb , (4d)

c(z−1) = c0 + c1z−1 + · · · + cnc z−nc . (4e)

For simplicity, the c(z−1) polynomial is chosen to be 1 [10].
In the GPC method, an optimal control sequence is computed by

minimizing a multistage cost function,

J = E

⎧⎨
⎩

N∑
j=1

(ŷ(k + j) − yr(k + j))2 +
M∑

j=1

�(j)(�u(k + j − 1))2

⎫⎬
⎭ , (5)

where E{·} is the expectation operator, N is the maximum cost-
ing horizon, M is the control horizon, �(j) is a control weighting
sequence, ŷ(k + j) is an optimum ahead prediction of the system
output at (k + j)th instant, yr(k + j) is the future reference trajectory
at (k + j)th instant.

In Eq. (5), the increments of the control sequences are taken into
account over the control horizon, and the weight of those incre-
ments can be set commodiously. Therefore, the multistage cost
function is useful for the control of the change of current drawn
from the stack.

In order to optimize the cost function, the optimal prediction,
ŷ(k + j), can be obtained by considering the following Diophantine
equations:

1 = Ej(z
−1)A(z−1)� + z−jFj(z

−1), (6a)

Ej(z
−1)B(z−1) = Gj(z

−1) + z−jHj(z
−1). (6b)

Here, Ej(z−1), Fj(z−1), Gj(z−1), and Hj(z−1) are the following poly-
nomials:

Ej(z
−1) = e0 + e1z−1 + · · · + ej−1z−j+1, (6c)

Fj(z
−1) = f j

0 + f j
1z−1 + · · · + f j

na
z−na , (6d)

Gj(z
−1) = g0 + g1z−1 + · · · + gj−1z−j+1, (6e)

H (z−1) = h j + h j z−1 + · · · + h j z−nb+1. (6f)
If Eq. (4a) is multiplied by �Ej(z−1)zj, we have

Ej(z
−1)A(z−1)�y(k + j)=Ej(z

−1)B(z−1)�u(k + j−1)+Ej(z
−1)ω(k + j).

(7)
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Table 1
Parameters of the adaptive generalized predictive control system of SOFC output
power.

Item Value

Open circuit voltage, Eo 1.104 (V)
Available area of single cells, S 81 (cm2)
Number of single cells, n 30
Rated power of the SOFC stack, Prat 2000 (W)
Control weighting sequence, � 7
Order of controlled variable, na 6
100 Z. Deng et al. / Journal of Pow

Considering Eqs. (6a) and (6b), we can write Eq. (7) in the fol-
owing,

(k + j) = Gj(z
−1)�u(k + j − 1) + Fj(z

−1)y(k) + Hj(z
−1)�u(k − 1)

+ Ej(z
−1)ω(k + j). (8)

Therefore, ŷ(k + j) is obtained,

ˆ(k + j)=Gj(z
−1)�u(k + j − 1)+Fj(z

−1)y(k) + Hj(z
−1)�u(k − 1), (9)

or the reason that ω(k + j) is a zero mean white noise.
The selection about the reference trajectory, yr(k + j), is an

mportant aspect for the dynamics of the GPC system. In order to
btain a good dynamic performance that the output value can be
riven to the set-point trajectory quickly and smoothly, we choose
he following reference trajectory [28],

r(k + j) = s(k + j) − (s(k) − y(k)) exp

(
−Ts

Tref

)
, (10)

here s(k + j) is the set-point trajectory at(k + j)th instant, Ts is the
ampling period, and Tref defines the speed of response. The refer-
nce trajectory approaches the set-point trajectory exponentially,
hich is in favor of the rapidity and stability of the GPC system.

For the convenience of computing the optimal control sequence,
e re-write the cost function, Eq. (5), in a vector form,

= E
{

(y − yr)T (y − yr) + �uT u
}

, (11a)

here

= [y(k + 1), . . . , y(k + N)]T , (11b)

r = [yr(k + 1), . . . , yr(k + N)]T , (11c)

= [�u(k), . . . , �u(k + M − 1)]T , (11d)

= �I. (11e)

Making the gradient of J equal to zero, we can get the optimal
ontrol sequence,

=
(

GT G + �I
)−1

GT [yr − Fy(k) − H�u(k − 1)]. (12)

The control signal actually sent to the controlled plant is the first
lement of the vector u, which is given by,

(k) = u (k − 1) + [ 1 0 · · · 0 ]1×M
u. (13)

.3. Online parameter identification of CARIMA model

A FFRLS algorithm is adopted to identify the CARIMA model
nline [29]. Let us re-write Eq. (4a),

(z−1)�y(k) = B(z−1)�u(k − 1) + ω(k). (14)

Considering Eqs. (4c) and (4d), we rearrange Eq. (14) as follow-
ng,

y(k) = −a1�y(k − 1) − · · · − ana �y(k − na) + b0�u(k − 1)

+ b1�u(k − 2) + · · · + bnb
�u(k − nb − 1) + ω(k). (15)

Eq. (15) can be written in a vector form as,

y(k) = ϕ(k)T 	0 + ω(k), (16a)
here ϕ(k) is an information vector,

(k) = [−�y(k − 1), ..., −�y(k − na), �u(k − 1),

× �u(k − 2), ..., �u(k − nb − 1)]T , (16b)
Order of control variable, nb 6
Sampling period, Ts 0.01 (s)
Response time of exponential function in reference trajectory, Tref 1.49 (s)
Forgetting factor, � 0.96

and 	0 is the parameter vector to be identified,

	0 = [a1, ..., ana , b0, b1, ..., bnb
]T . (16c)

Let 	̂(k − 1) denote the estimate of 	0 at instant (k − 1). Then, the
one-step ahead prediction error at instant k can be defined to be,

ε(k) = �y(k) − ϕ(k)T 	̂(k − 1). (17)

Finally, the recursive relation of the parameter vector, 	0, is
described as following:

	̂(k) = 	̂(k − 1) + P(k − 1)ϕ(k)ε(k)

� + ϕ(k)T P(k − 1)ϕ(k)
, (18a)

P(k) = 1
�

{
P(k − 1) − P(k − 1)ϕ(k)ϕ(k)T P(k − 1)

� + ϕ(k)T P(k − 1)ϕ(k)

}
, (18b)

where �(0 < � < 1) is called the forgetting factor. P(k) is a positive
definite covariance matrix. Initial values of 	̂(k) and P(k) are given
by,{

	̂(−1) = ˛1na+nb+1
P(−1) = ˇ2I

. (18c)

Here, ˛ is a small real number, e.g. ˛ = 10−15, ˇ should be large
enough, e.g. ˇ = 1010, 1na+nb+1 is a (na + nb + 1) dimensional vec-
tor whose elements are 1, and I is an unit matrix of appropriate
dimensions.

3. Results and discussion

The adaptive GPC system of SOFC output power designed above
is implemented in this section. All the parameters of the GPC sys-
tem, excepting the maximum costing and control horizons, are
specified in Table 1.

3.1. Deciding the maximum costing and control horizons

The maximum costing and control horizons (N and M) are dom-
inant model parameters for the performance of the GPC system. An
initial value of M, M = 1, gives generally acceptable control behavior
according to the thumb-rules [27]. Therefore, under the condition
of M = 1, we can investigate the system performance, such as sta-
bility and rapidity, in the presence of different N. The performance
under different N can be revealed by a step response test of the
system.

The step responses of the GPC system with different N (N = 2–6)
are shown in Fig. 2, where the setting power is changed from 486 W
to 1458 W at the instant of 2 s. In the light of the step responses,

an important phenomenon can be found that the rapidity of the
system increases with increasing N. But when N becomes too large,
such as N = 5 and 6, the dynamic performance of the system will
be unsatisfying for the occurrence of phenomenon of oscillation.
Especially, for the case of N = 6, the overshoot and undershoot are
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Table 2
A testing scenario for the adaptive generalized predictive control method consisting
of several power demand set-points within the rated power of the SOFC stack.

Time instant (s) Setting power density (W cm−2) Setting power (W)

1 0.1 243
2 0.2 486
3 0.4 972
4 0.8 1944

driven to the trajectory quickly and smoothly. By analyzing the per-
formance indexes of the dynamic responses, it can be found that the
SOFC output power reaches the power demand set-points without
oscillation, overshoot, and offset, and the rise-time is less than 0.5 s
ig. 2. Step responses of the adaptive generalized predictive control system of SOFC
utput power with different N in the case of M = 1.

s high as 17.01% and 34.98%, respectively. For the other three cases
f N = 2–4, the system performance are satisfying for the dynamic
rocess are smooth and stable. Taking into account the rapidity and
tability, the maximum costing horizon is chosen with N = 4 in the
PC system.

Under the condition of N = 4, the system performance is also
nvestigated for different M (M = 1–4) as shown in Fig. 3. For all
he cases, the SOFC output power is driven to the setting power
moothly and quickly; the system rapidity decreases slightly with
he increase of M (Fig. 3(a)). The rapidity is a critical performance
ndex for a control system, but in some practical plants, such as

SOFC generating system, the increments of control sequences
hould be taken into account carefully.

In the control system of SOFC output power, the control
equence is the current drawn from the stack. When the current is
rawn from the stack, heat will be generated due to electrochemi-
al reactions occurring at the TPB and ohmic heat loss deriving from
esistances to the flow of ions and electrons in the electrodes, elec-
rolyte, and interconnects. The change of the current will lead to the
uctuation of operating temperature in stack; the stack tempera-
ure fluctuation will result in thermal stress, which is destructive for

tack durability [30–33]. Therefore, the current should be changed
moothly to alleviate the produce of thermal stress in stack. In
ig. 3(b), the change of current density in the case of M = 4, is the
moothest of all the cases. So, considering the change behavior of

ig. 3. Step responses of the adaptive generalized predictive control system of SOFC
utput power with different M in the case of N = 4: (a) dynamics of SOFC output
ower, (b) current density increments of the control current.
5 0.7 1701
6 0.5 1215
7 0.1 243

current control sequences, the control horizon is chosen with M = 4
in the GPC system.

3.2. Testing adaptive generalized predictive control system of
SOFC output power

The adaptive GPC system of SOFC output power is tested based
on the model parameters decided above. The power demand set-
points in the GPC system are set from 0.1 W cm−2 to 0.8 W cm−2,
where the highest value is smaller than the rated power density,
0.835 W cm−2. In addition, the changes of the set-points keep a rela-
tion of geometric series during the rise and drop processes of the
power demand set-points; the detailed testing scenario is listed in
Table 2.

On the basis of the power demand set-points in Table 2, the
dynamic responses of the adaptive GPC system of SOFC output
power are shown in Fig. 4. The efficiency of the adaptive GPC
method is illustrated by the fact that the SOFC output power is
Fig. 4. Dynamic responses of the adaptive generalized predictive control system of
SOFC output power.

Fig. 5. Control current computed by the adaptive generalized predictive control
algorithm.
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Fig. 6. Current density increments of the control current.

t all step change set-points. Therefore, the adaptive GPC method
s capable for the control of the SOFC output power.

Furthermore, Fig. 5 demonstrates that the current control
equence for the above dynamic responses changes smoothly. For
nstance, the maximum value of current density increments is less
han 0.07 A cm−2 (Fig. 6). The smooth current control sequence is
ery effective to alleviate thermal stress in stack. Therefore, the
daptive GPC method considering the change behavior of the cur-
ent is valuable for maximizing stack durability.

. Conclusions

An adaptive generalized predictive control system is designed
or the management of SOFC output power in this research. The
ynamic responses of the control system are quick and smooth,
hich is a solid foundation for the load following of SOFC generating

ystems. Moreover, the smooth current control sequence supports
he usefulness of the control system to maintain the thermal stress
n stack within a safe operating range. In future work, it is valuable
o study the synchronous management of the electrical and heat
nergy of SOFC generating systems.
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ppendix A. Appendix A. Calculation of electrode
vervoltages

tep 1: The transfer function of the electrode

The transfer function of an electrode (anode or cathode) can be
xpressed in the light of Eqs. (2b) and (2c),

Ux(s)
I(s)

= Rt

1 + RtCdlsn
, (A.1)

here Ux(s) denotes the Laplace transform of the overvoltage of the
lectrode ux(t). Eq. (A.1) can be re-written,
Ux(s)
I(s)

= a

sn + b
, (A.2)

ith a = 1/Cdl, b = 1/(RtCdl).

[

[
[
[
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Step 2: The fractional differential equation of the electrode

Eq. (A.2) can also be written in the following:

snUx(s) + bUx(s) = aI(s). (A.3)

The inverse Laplace transform applied to Eq. (A.3), the following
fractional differential equation is obtained [34,35]:

0Dn
t ux(t) + bux(t) = ai(t). (A.4)

Step 3: Discretization of the fractional differential equation

According to the Grünwald-Letnicov (GL) definition [34], the
discretization formula of fractional derivatives is defined to be,

0Dn
t ux(t) = h−n

k∑
j=0

ωn
j ux(k − j), (A.5)

where h is step size, which is equal to the sampling period in the
GPC system; ωn

j
is the weight coefficient, which is calculated by the

following recurrence equation,⎧⎨
⎩

ωn
0 = 1

ωn
j

=
(

1 − n + 1
j

)
ωn

j−1, j = 1, 2, 3, . . .
. (A.6)

Eq. (A.5) can then be re-written in the form:

0Dn
t ux(t) = h−nux(k) + h−n

k∑
j=1

ωn
j ux(k − j). (A.7)

Finally, the discretization fractional differential equation is
obtained,

h−nux(k) + h−n

k∑
j=1

ωn
j ux(k − j) + bux(k) = ai(k). (A.8)

The electrode overvoltage ux(k) then is computed as following:

ux(k) =
ai(k) − h−n

∑k
j=1ωn

j
ux(k − j)

h−n + b
. (A.9)
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